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An Innovative M&C-System at GSOC and Weilheim

What we all need to do: Requirements for a generic M&C-System
What we intended to do: Our realization of a generic M&C-System
What we are actually doing: First implementations
What we now can do: Benefits and future plans
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M&C

Requirements for a Generic M&C-System

Access to all hardware
capabilities, especially all 
commands
Hierarchical structure in
monitoring and command
Manually or automated

Platform independent
Scalable, distributed
Fast and reliable

Command instance
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A Generic M&C-System  -  Design Principle (1)

Parameter Channels
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A Generic M&C-System  -  Design Principle (2)
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A Generic M&C-System  -  Design Principle (2)
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Generators are
necessary adapters
to external devices
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A Generic M&C-System  -  Design Principle (2)
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GUI clients are specialized
interfaces for human operations
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A Generic M&C-System  -  Design Principle (2)
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Processors provide
hierarchical structure of monitoring

and internal logic
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A Generic M&C-System  -  Design Principle (2)

Parameter Channels
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Script engine (workflows) 
allows for high level 

commanding including 
verification of action
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A Generic M&C-System  -  Design Principle (2)

Parameter Channels
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Queued workflows and 
workflow daemon allow 

automatization and 
scheduling
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A Generic M&C-System  -  Design Principle (2)

Parameter Channels
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Logging serves as basis for
reporting and analysis
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A Generic M&C-System  -  Design Principle (2)

Parameter Channels
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Standardized parameter exchange provides 
platform independent and distributed setup

SpACE (ACE for Space)
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The SpACE-Framework

Classic three tier architecture
Technology

Running on Linux, Solaris, Windows
and other posix compliant platforms
Internal data exchange by TCP/IP
Written in C++ using OpenSource libraries only

Core performance:
Tested for up to 12000 updates/second base load
Even more in bursts

Interfaces
GUI applications based on Qt
Various external protocols

✔ TCP, UDP, SNMP, Corba, XML ...
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GENGENGEN

SRV

Toolkit

Resource Manager (RMG)
Declares devices as

➔ present
➔ maintained
➔ faulty

Informs WFs to ignore devices
Configuration Observation Processor (COP)

State machine
Allows/Forbids WFs and/or WF steps
Reports deviations from desired 
settings

Reporting
Fills a template (LaTex) based
on parameter logging
Automatically generated

LOG

COP

RMG

WFGUI
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Operational Instances of the SpACE-Framework

Weilheim Antenna Remote Processing (WARP)
Process Monitoring for WARP
Automated Ranging for SatComBW
Network Monitoring (NEMO) in GSOC
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WARP - Example: Structured Monitoring
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WARP - Example: High Level Commanding (1)
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WARP - Example: High Level Commanding (2)
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WARP - An Object Oriented Design for Operations
Mission Definition

Abstract parameters like
● Frequencies
● Bitrates

Antenna Definition
Applicable devices

● Do's and dont's
● Calibrations
● Parameter ranges

Operations Concept
Unified procedures for

✔ Various antennas
✔ Various missions

QA
Few inputs
Checkable against settings

QA

OPS

Antenna
Mission

WARP
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Connecting SpACEs  -  The Grand Picture
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Connecting SpACEs  -  The Grand Picture
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Process Monitoring and Control  -  SpACE on SpACE
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Process Monitoring and Control  -  SpACE on SpACE
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Area2

Area3

Network Monitoring  -  NEMO at GSOC
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Network Monitoring  -  NEMO at GSOC
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Extending SpACE   -   Towards an End-to-End Service M&C
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Summary and Outlook

Due to a generic approach we achieved
enabling commanding where usually only monitoring exists
enabling crossing network boundaries and firewalls
enabling end-to-end monitoring/commanding of complex systems

Due to generalization we achieved
common procedures for quite different tasks
straight forward implementation of automation and scheduling

Due to hierarchical structures we achieved
service oriented monitoring and commanding
possibilities of inter-process communication

We plan to generalize our parameter approach
We participate in CCSDS to

share our experience
standardize internal and external protocols
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Helm, Maximum Warp! Engage!
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Backup
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WARP  -  Configuration Observation Processor
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Automated Ranging for SatComBW1/2
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Configuration Management - Example NEMO @ GSOC
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