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THE PROBLEM

e Industry movement toward third party cloud
infrastructures

» Critical systems are also moving to the cloud (i.e.
ground systems)

» Key attributes of the cloud are contrary to the notion of
“Trust”

e Multi-tenancy

* Loaned resources

» Today'’s threats are both external and internal
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SAFETY-CRITICAL DESIGN

Safety-Critical Systems

» Systems that could cause critical harm if they fail (flight,
medical, nuclear, construction, defense)

Design goal is to minimize the probability of failure to
an acceptable low level

Areas of focus

* Single point failures and common mode failures must be
mitigated in Safety-Critical designs

Failing Safe...

* When an error occurs, a critical system should fail to a
safe state

© 2018 by L3 Technologies. Published by The Aerospace Corporation with permission.




REDUNDANCY FOR FAIL-SAFE

Redundancy is a way to fail safe

« Homogenous Redundancy T OUNTOOM
- JINTDUWIN
 Uses exact clones TaIL-SAFE MERL L Missile Lounch: 60 =.
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» Mitigates random hardware failures

' Tocancel, enter your
Heterogeneous Redundancy ' sequrity code and give

; the ter-crder with

* Uses different hardware/software oot
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* Mitigates random and systematic failures

(More resilient!)

Controllers
-a1l-Safe.
* Used to check the results outputted by Fail-Safc

various heterogeneous redundant processes
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CAN THESE CONCEPTS BE APPLIED TO THE
CLOUD?

Redundancy costs money!

» But cloud processing is relatively cheap

Application boot?

Communication security?

Who watches the Watchdog?
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External Data
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NOTIONAL CONCEPT

Homogenous Input
indino

Mgmt. Configuration

KAT
Mgmt. Configuration

RAT

Mgmt. Configuration

hle‘QeQernspace Corporation with permission.

Mission App Layer

Common Java applications
& DBs heterogeneousin
geography, hardware & OS

- Mission App
specific Elastic
Virtual Watchdog

& Transport Layer
C-based watchdogs enable
memory control

Root Elastic Virtual
Watchdog layer

XRM for Cloud

Chain of Trust




AWS PROOF OF CONCEPT

e Theory
e Must be deterministic

» Voting System across instances of an application

» For this exercise, simple majority wins

» Two types of voting
* In-band
* Wait for majority answer
* Out-of-band

» TFirst response wins

* May send bad answer one time
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AWS PROOF OF CONCEPT

» Applied
* One Watchdog
« EC2 AMI instance running Java Watchdog app
* Responsible for lifecycle of simple app
* 9instances of a simple app

 EC2 AMI instance running simple app that responds to a
request from the Watchdog

» App computes whether a user is located within a satellite spot
beam

 Homogenous environment
* One AWS Region (N.Virginia)
* One EC2 AMI seed instance
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AWS PROOF OF CONCEPT

Services v  Resource Groups v % L L3test

Events

Tags ), Filter by tags and attributes or search by keyword

Reports
P Name ~ Instance ID - Instance Type ~ Availability Zone Instance State Status Checks Alarm Status Public DNS (IPv4)

Limits

watchdog i-01281c4378ab0a0fa t2.micro us-east-1d running & 272 checks passed None

server seed | i-0edca61479283330b t2.micro us-east-1d stopped None

Instances
i-00846e5048e2bbed2 12.nano us-east-1a running 2/2 checks passed None
Launch Templates R
-023cfed441338b11ce t2.nano us-east-1a running 2/2 checks passed None i €€2-34-228-68-18.computd
Spot Requests
i-02c30af0dbcad394a t2.nano us-east-1a running 2/2 checks passed None ec2-52-91-31-126.computg
Reserved Instances - 5
i-0314462211225915¢ t2.nano us-east-1a running 2/2 checks passed None y €c2-54-242-104-186.com
Dedicated Hosts
. i-03352cb244cbB69b5 t2.nano us-east-1a running 2/2 checks passed None % ec2- -172-88.computd
Scheduled Instances

i-049fad39dc5ef1aee t2.nano us-east-1a running 272 checks passed None y ec2-54-242-162-243.com

i-0549e€a8218df9318 12.nano us-east-1a running 2/2 checks passed None €c2-34-236-144-50.compuj

AMIs i-0575¢8073e6cd60e9 12.nano us-east-1a running 2/2 checks passed None ec2-54-159-134-130.compl

Bundle Tasks i-Ob76abd6faa1bbadf t2.nano us-east-1a running 2/2 checks passed None y ec2-34-227-111-0.computd

i-0c10050135644310e t2.nano us-east-1a running 2/2 checks passed None €c2-54-242-119-245.com

i-0c17862175bdb4145 t2.nano us-east-1a running 2/2 checks passed None 4 ec2-54-89-31-143.computd
Volumes

i-0c8cd9cfc719f87e9 t2.nano us-east-1a running 2/2 checks passed None
Snapshots

i-0df34486473ea3163 t2.nano us-east-1a running 2/2 checks passed None

L BN BN BN BN BN BN N BN BN BN BN BN AN AR AN

i-0e0a195ad628edd11 12.nano us-east-1a running 272 checks passed None

Security Groups
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AWS PROOF OF CONCEPT

Completion Times by Run
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AWS PROOF OF CONCEPT

Percent Completed by Time
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SUMMARY

» Safety-Critical designs can support
Virtualized Environments

» Concept can bring us a more secure ¥ :E ﬁg /
solution on third party infrastructures CC]W 1

* Lots of trades between increased security,
processing power, heterogeneity, and
latency

* More work to be done on the viability of
this design for persistent storage
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QUESTIONS?
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