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THE PROBLEM

• Industry movement toward third party cloud 

infrastructures

• Critical systems are also moving to the cloud (i.e. 

ground systems)

• Key attributes of the cloud are contrary to the notion of 

“Trust”

• Multi-tenancy

• Loaned resources

• Today’s threats are both external and internal
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SAFETY-CRITICAL DESIGN

• Safety-Critical Systems
• Systems that could cause critical harm if they fail (flight, 

medical, nuclear, construction, defense)

• Design goal is to minimize the probability of failure to 
an acceptable low level

• Areas of focus
• Single point failures and common mode failures must be 

mitigated in Safety-Critical designs

• Failing Safe…
• When an error occurs, a critical system should fail to a 

safe state



© 2018 by L3 Technologies. Published by The Aerospace Corporation with permission.

REDUNDANCY FOR FAIL-SAFE

• Redundancy is a way to fail safe

• Homogenous Redundancy

• Uses exact clones

• Mitigates random hardware failures

• Heterogeneous Redundancy

• Uses different hardware/software

• Mitigates random and systematic failures 
(More resilient!)

• Controllers

• Used to check the results outputted by 
various heterogeneous redundant processes
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CAN THESE CONCEPTS BE APPLIED TO THE 
CLOUD?

• Redundancy costs money!

• But cloud processing is relatively cheap

• Application boot?

• Communication security?

• Who watches the Watchdog?
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NOTIONAL CONCEPT



© 2018 by L3 Technologies. Published by The Aerospace Corporation with permission.

AWS PROOF OF CONCEPT

• Theory

• Must be deterministic

• Voting System across instances of an application

• For this exercise, simple majority wins

• Two types of voting

• In-band

• Wait for majority answer

• Out-of-band

• First response wins

• May send bad answer one time
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AWS PROOF OF CONCEPT

• Applied
• One Watchdog

• EC2 AMI instance running Java Watchdog app

• Responsible for lifecycle of simple app

• 9 instances of a simple app
• EC2 AMI instance running simple app that responds to a 

request from the Watchdog

• App computes whether a user is located within a satellite spot 
beam

• Homogenous environment
• One AWS Region (N. Virginia)

• One EC2 AMI seed instance
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SUMMARY

• Safety-Critical designs can support 

Virtualized Environments

• Concept can bring us a more secure 

solution on third party infrastructures

• Lots of trades between increased security, 

processing power, heterogeneity,  and 

latency

• More work to be done on the viability of 

this design for persistent storage
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QUESTIONS?
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