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Who am I?

• Working at Kratos since 2002
• Toulouse office (France)
• Data architect & solution manager

loic.coulet@kratosdefense.com



On Data Exploitation…



Data Exploitation

4 steps

1. What data should be collected ?
2. How this data can be leveraged ?
3. Collect the data
4. Leverage the data

Structuring data & having metrics on the data are keys to success.



Data exploitation platform principle
0110010 
0110010 
1100111
1100111

Centralize Analyze Operate: 
visualize, alert, 

report…



What is a data platform?

What is
a Data Exploitation Platform ?



A Data Platform

A data platform is an integrated
technology solution that allows data
located in database(s) to be governed,
accessed, and delivered to users, data
applications, or other technologies for
strategic business purposes.



How does it differ from a Data Lake



What is a Data Lake?

• A data lake is data repository stored in its natural formats
• Includes different kinds of data 

– Structured
– Semi-structured
– Unstructured 
– Binary



When Data Lakes are Inefficient

• Required skills and efforts to use the data 
– typically for data scientists

• Exploring the data set is very difficult

• Poor query & analytics performances

Source: The Enterprise Big Data Lake , 
Alex Gorelik, O’Reilly

https://www.oreilly.com/library/view/the-enterprise-big/9781491931547/ch01.html


How a Data Platform differs from a Data Lake

Data Lake Data Platform

Data structure Semi-structured /
Unstructured

Simply Structured

Processing Schema-on-read Schema-on-write

Storage Designed for low-cost storage Designed for low-cost storage

Agility Highly agile, configure and 
reconfigure as needed

Highly agile

Security Maturing Manageable

Users Data scientists et. al. Business professionals

Data retrieval Software code REST API



Architecture of the platform
Architecture of the Platform 



Docker Containers & Kubernetes Cluster

Data Routing Architecture

M
icro Services

Time Series Data Storage
(metrics)

Document Data Storage
(configuration, complex data)

Object Data Storage
(binary blobs, video…)

APIG
atew

ay



Benefits of the Architecture

• Maintainability (e.g. no downtime rolling updates)

• High-availability (no single point of failure)

• Scalability (can be automated)
• Performances
• High flexibility
• In-control consistency & security
• Simple machine learning pipelines



Data Management

• Data is labelled
• Key-value pairs

– E.g. satellite, subsystem, antenna, host, 
domain, site…etc.

• Labels allow
– Exploring the data set
– Defining thin access control mechanisms

• User with role X can read all data for satellite=sat1, and data with 
domain=telemetry from subsystem=ADCS and fleet=LEO1…



Security and Access Control

Security & Access 
Control



Security Architecture

• Single sign-on (OAUTH-2)
• Multi-tenancy
• Ingress access control mechanisms



Kubernetes Cluster

Security Architecture – Multi Tenancy

End user

API Frontend Data storageAPI G
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API Frontend Data storage

API Frontend Data storage

User A

User B

User C



Security Role-Based ACL
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Data 
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Openness

Openness



Openness

• Open APIs ensure 
– Availability of the data
– Integration with other software
– Strong & flexible security 



Openness

• Integrates Open Source software for storage and 
exploitation - with permissive licenses

– Cassandra / KairosDB for time series
– ElasticSearch for structured document data
– Ceph for object storage & file storage
– Grafana for time series dashboards
– Python & Jupyter notebooks for analytics
– Docker containers & Kubernetes for operations



Use Cases

Use Cases…



Automated In-orbit Payload Testing of a Satellite 
Constellation

• Used with Kratos software : 
– Monics IS-IOT (payload testing)
– Compass (Monitor&Control)
– A Kratos-provided scheduler and a workflow orchestrator

• Our platform collects, post-processes and presents the data
– Post-processing algorithms transform the data
– Bespoke Web-UI for results visualizations



Remote Test Sites Main Site

Mechanism

Workflow 
orchestrator

Task Scheduler Data Platform Data 
Post-processing

Test plan

Satellite C2

Reporting & 
Analytics

Antenna &
 RF System

s Earth Station Monitoring & 
Control (Compass)

RF In-Service 
In-Orbit-testing software 

(MONICS IS-IOT)

Control Link
Data flow



Use Case: Automated In-orbit Testing of a 
Constellation



Use Case: Automated In-orbit Testing of a 
Constellation



Use Case: Satellite C2 Fleet Data Analysis

• Leveraging value of SCC data 
– 3rd party data ingest using our APIs (C2 not provided by Kratos)

• Faster queries
• Use multiple-satellite in a single query
• Aggregation and correlation between spacecrafts
• Unlimited & re-computable derived parameters from 

beginning of life
• Automated reporting



Extended Derived Parameters Engine - Pipeline

Conditional   computation

Should the value be 
computed

Computation

Calculate value
Tagging

Apply tags / labels
Validity & OOL 
check

Insert 
computed 

data



Use Case: Satellite Control Center



Real-time Dashboards



Data Science - Python Integration
Platform is provided with analytics integration using 
Python & Jupyter



Data science – Automated Report Generation



Conclusions

Conclusion



Key Success Factors

• Reliable & proofed in the field
• Does not require any programming skill
• Cross-domain data visualization and analytics
• Users can easily run their own processing
• Install and connect with compatible products in minutes
• Integrates quickly with third-party data sources

• Built-in high-availability and scalability 
• Unique third-party integrations



Final words

• The platform provides advantages over a data lake 
– Better data accessibility & usability
– Easier security
– Smooth machine learning & analytics integration

• Combined with data lake strengths
– Flexible and modern architecture
– Built-in High-Availability and Scalability 
– Rely on Open-source products – your data is futureproof



Questions & Answers
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