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Key Issues in Human Systems Integration:
Addressing Automation in the Development and 
Operation of Large-Scale Technological Systems
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Automation Agenda

• What is Automation?
• Automation in Complex Technological Systems 
• Human Error and Automation

– Levels of Automation
– Situation Awareness
– Human Information Processing

• Techniques to guide automation decisions



Automation and Human Operator Role

• Complexity of large-scale technological systems increasingly drives 
the use of automation

• The human operator’s role in modern high-technology systems is, 
increasingly that of a systems monitor, systems manager and decision 
maker

• Automation is a double-edged sword, it has eliminated some sources 
of error but introduced new sources

• Paradoxically automation can often increase the impact of human 
error

– automation merely shifts the location of human error from the 
‘operator’ to the designer, the maintenance personnel, and the 
supervisor who must deal with automation problems and failures. 
(Reason, 1990)

• Automation can help complex technological cope with human error, 
but it alone will not prevent human error occurrences



What are we trying to accomplish?

Using this 
equipment?Can these warfighters?

Under these conditions?

With this training?

Accomplish
their mission?

Images courtesy of United States Air Force

TIME PRESSURE 24/7 ops

Weather
STRESS



5

Questions on Automation

How should levels of automation and task 
allocation be determined for a system?

How do I make trades about automation?

Will automating my system 
always result in reductions in 
staffing?

How does the human know 
what the automation is doing?

Just because something can 
be automated should it be?

What trades about automation 
should I consider?

Can’t I just automate everything and 
let the operator figure out what 
automation they want to use?

Will automating my system reduce individual 
operator workload?

Will automating my system 
eliminate all human error?

What’s all this fuss about automation?

When in doubt, automate?
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Avoiding Automation Surprises

• Automation opens up new ways for system breakdown

– Wrestling with automated systems

• Invites new forms of human error 

– Mode confusion – why is it doing this now?

• Change tasks and add tasks for the human

– “I can’t fly anymore, but I can type 50 words per minute now”
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What drives the decision to automation?

 

Integration of users across 
system lifecycle represents 40-

60% of life-cycle costs  

*  Increased demands on 
operators – new missions, 
CONOPS, tactics 

*  Increased volume and rate of 
information 

*  Reduced manpower 
projections  - number and 
experience 

*  Changing human roles –
control of multiple platforms, 
multi-mission tasking    

Is Automation the Answer?
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Automation and Human Operator Role

• The human operator’s role in modern high-technology systems is, 
increasingly that of a systems monitor, systems manager and decision 
maker

• Automation is a double-edged sword, it has eliminated some sources 
of error but introduced new sources

– In some cases these new errors result in consequences that are 
more severe than those eliminated by the automation (Weiner and 
Nagel, 1988)

– In some cases, automation has created the situation where small 
errors are tuned out, but opportunities for large errors are created

– As Weiner states, “some glass cockpits have clumsily used 
automation that creates bottlenecks where pilots are least able to 
deal with them – during high workload periods” (Weiner 1988, 
Hughes and Dornheim, 1995, p. 52)
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Automation

Advantages:
• Eliminates human error 

and limitations
• Capitalize capabilities of 

human operator and 
machine

Disadvantages:
• Computer cannot make 

judgments 
• Computer systems not 

always reliable to issue 
alert

• Alerts may be 
misinterpreted

• De-skill the operator
• Isolates operator from 

control process
• May lead to degraded 

failure-recovery
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Automation in Complex Technological Systems

• Paradoxically automation can often increase the impact of human 
error

– automation merely shifts the location of human error from the 
‘operator’ to the designer, the maintenance personnel, and the 
supervisor who must deal with automation problems and failures. 
(Reason, 1990)

• Automation can help complex technological cope with human error, 
but it alone will not prevent human error occurrences

• Providing insight into the human error consequences resulting from a 
particular system design enables designers to choose between 
alternative designs that includes levels of automation

The goal is a system design that reduces the frequency of human errors, 
reduces the severity of the consequences of human error, 

and enables recovery from human errors (error-tolerant systems)
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Trust in Automation

• Will the operator trust that the machines determines, selects and 
executes tasks properly?

• What is the result of the operator not trusting the machine, what 
operator actions will this lead to and how will they affect system 
performance?

• How should a designer build a system that encourages trust in 
automation?

Sheridan (2002)
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Challenges with Human Centered Automation

1. Allocate to the human the tasks best suited to the human, 
allocate to the automation the tasks best suited to it.

Unfortunately there is no agreement on how best 
to do this.

2. Make the operator a supervisor of subordinate automatic 
control system(s).

For many tasks direct manual control may prove 
best.

3. Keep the human operator in the decision and control loop Humans can handle only control tasks of 
bandwidth below one Hz.

4. Maintain the human operator as the final authority over the 
automation

This is not always the safest way. There are 
many systems where the human is not to be 
trusted.

5. Make the human operator’s job easier, more enjoyable, or 
more satisfying through friendly automation.

Operator ease and enjoyment are OK if system 
performance is not compromised.

6. Empower the human operator to the greatest extent 
possible through flexibility of interface or through automation.

The operator may feel a false sense of  
empowerment.

7. Support trust by the human operator. The challenge is to engender the right amount of 
trust, not too little or too much. Both pose serious 
problems.

8. Give the operator information about everything he or she 
should want to know

The problem here is that too much information 
will surely overwhelm.

9. Engineer the automation to minimize human error and 
response variability

Error is a curious thing. Darwin taught us about 
requisite variety years ago. A good system 
tolerates some error.

10. Achieve the best combination of human and automatic 
control, where best is defined by explicit system objectives.

Don’t we wish we always had explicit system 
objectives!

Adapted from Sheridan (2002)
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10 Levels of Automation

Sheridan and Verplank (1978) defined the following ten levels of automation:
1. The human performs the entire task (no automation)
2. The computer aids the human with options
3. The computer aids the human with options and suggests one
4. The computer selects an action and human chooses whether or not to perform the 

action
5. The computer selects an action and performs the action, if approved by the human
6. The computer selects an action and performs the action, unless the human stops 

execution within a given amount of time
7. The computer selects and takes action and informs the human after the fact
8. The computer selects and takes action and informs the human if prompted
9. The computer selects and takes action and decides what information the human 

should receive
10.The computer selects and takes action and decides what information the human 

should receive and if the human should receive any information (fully automated)

Levels 1-10 show a progression from no automation to a fully automated system
or low to high automation.
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Levels of Automation - Simplified

• The computer offers no assistance: the human must do it all
• The computer suggests alternative ways to do the task
• The computer suggests one way to do the task, and

…..executes that suggestion if the human approves, or
…..allows the human a restricted time to veto before 

automatic execution, or
…..executes automatically, then necessarily informs the 

human, or
…. executes automatically, and informs the human only if 

asked
• The computer selects and executes the task, ignoring the 

human

Manual

Automatic
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Factors to Consider

• Determining appropriate levels of automation requires investigating:
– System performance
– What task assignment results in optimal task performance
– Humans are naturally better at some tasks and machines are naturally 

better/faster at others
• Operator performance during automation failure

– With a highly automated system, can the user manually recover from a 
failure?

• Perceived subjective workload levels
– Is operator workload decreased with automation?

• Situation awareness (SA)
– It is critical to consider SA when automating a system or part of a system?

• Why is it so important to carefully identify the Levels of Automation?
– Overcoming weaknesses of Human/Machine
– Taking advantages of strengths of Human/Machine
– Considering these can result in the design of a system with optimal levels of 

automation
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