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• Pre-screen large telemetry volume:  ~80,000 mnemonics, 28 GB/day

• Detect potential anomalies when telemetry is still within limits.

• Give engineers time back rather than consuming their time.

• Completely automated data pipeline.

• Support multiple users.

• Everything is resilient and works. 

• Displays for telemetry, anomaly detection, etc. Max latency 10 

seconds. 

• New telemetry source can be implemented in hours. 

• Plug and play different anomaly detection algorithms (as containers).

• Engineers can quickly demonstrate proficiency. 

D&R should be easy to use.  Data pipeline should be simple to maintain.

Desired End State
For JPSS-2 operations
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Data Pains? We Are Not Alone…

From Recent Microsoft Internal Survey of 551 AI/ML Software Engineers*:

Common Challenges

End-to-end tool fragmentation

Data collection, cleaning, management

Desires and Suggestions

 “Focus on building a super solid data pipeline which 

continuously loads and massages data, which 

enables us to try different AI algorithms with different 

hyper parameters, etc. without much hassle.”

 “Pay a lot of attention to data.”

 “Put more efforts on data collection and annotation”

 “Be relaxed about framework / machine learning code, 

but careful and deliberate about data & objectives.”

 “Ensure complete traceability of all training and test 

data, …”

 “Center development around data (sharing, 

provenance, versioning)”

* Saleema Amershi et al., “Software Engineering for 

Machine Learning: A Case Study”, ICSE’2019

Another study says 8 of 10 enterprise AI projects are stalled by data problems.
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Prairie Lake Architecture and Roles

Prairie Lake’s separation of concerns and roles makes it much easier to 
maintain and run D&R.

A platform for automated data pipelines based on open-source software
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Phase 1 

Current:  basic prototype

Phase 2 

Advanced prototype

Phase 3 
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