
Adapting and transforming critical workflows and 
digital task management: an ITSD case study
Dr. Lewis J. McGibbney, Enterprise Search Program Technologist
Web and Mobile Application Development Group (172B)
Application, Consulting, Development and Engineering Section (1722)
© 2021 by Jet Propulsion Laboratory, California Institute of Technology. Government sponsorship acknowledged. Published by The Aerospace Corporation with permission. Approved 
for Public Release.



• JPL’s Enterprise Search Program 
Technologist (Data Scientist III).

• Information retrieval, Web search, 
databases, natural language 
processing, semantic technologies, 
software and data engineering.

• Apache Software Foundation 
Member – Open Source Software 
practitioner.

• History of participating and leading 
standardization efforts across W3C, 
OGC, NASA’s ESDSWG, OASIS, 
ESIP



Part 1: Legacy data engineering

Overview of problems
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Legacy data engineering platform purpose
a.k.a the connector framework

1. Acquire (pull model) heterogeneous 
data from heterogeneous data systems: 
several flavors of RDBMS, content/archival 
management platforms i.e. Docushare, 
Alfresco, arbitrary remote file systems, etc.What was it’s 

purpose?
2. Execute predetermined, static data 
engineering pipelines: i.e. Extract, 
Transform and Load (ETL) data(sets) 
before passing to an indexing engine.



Legacy data engineering platform source code



Legacy data engineering platform shortcomings
1. Deprecation – Python 2.7
2. No concept of a unit of work i.e. task – very difficult to debug
3. Overreliance on CRON - ignorance of differences between task 

automation and workflow management
4. No tests – unit, integration, mock, smoke, regressions
5. User unfriendly – no user interface… period
6. Unable to scale – no standard application programming interface
7. No documentation - difficult and time consuming to teach new 

engineering staff



• Failures - retry upon failure (how many times? when/how often?)
• Monitoring - workflow (or even task) status. How long does each 

process (workflow or task) take to run? What can we learn about the 
workflow execution?

• Dependencies
• Data dependencies: upstream data is missing, connection to Oracle fails, 

etc.
• Execution dependencies: job 2 is meant to run after job 1 finishes

• Scalability - there is no centralized scheduler between different CRON 
environments

• Deployment - How do we deploy new changes constantly without 
breaking some workflow?

• Processing historical data - backfill/re-run historical workflow(s)



Enterprise data transactions
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CRON limitations
1. Error handling - If a job fails, what should happen? 

2. Logging - CRON doesn’t log, unless you tell it too.

3. Smallest resolution is 1 minute - If a task needs to run every 30 
seconds (or based on event sourcing), you can’t do it with CRON.

4. Cron pulls you out of the application - CRON is a system level 
process. Not an application process.
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Cron limitations cont’d
But it’s OK… we run CRON on Kubernetes…

There are literally blocking reasons why you may NOT wish to use 
CRON on K8s –
https://kubernetes.io/docs/concepts/workloads/controllers/cron-jobs/#cron-job-limitations
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Research motivation
1. Understand past and current practices related to task automation and 

workflow management
• Why? To identify areas for improvement

2. Gauge whether (from within ITSD) there is a misunderstanding 
between task automation (CRON) and workflow management 
systems
• Why? Because task automation is only part of digital 

transformation. Task management (and subsequently workflow 
management) are the next steps.
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Part 2: Case study
How we were able to understand what needed to be done
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… well we decided to put together a 
survey. Let’s begin with some 

lessons learned from that 
experience.



1. Establish simple goals for the research study.
2. Always ask people what they have done, not what they would 

like to do.
3. State that the results will be anonymous.
4. The entire effort evolved from being a ‘questionnaire’ to being a 

‘survey’.
5. A simple survey pitch should span no more than a few 

sentences.
6. Keep any question scales simple e.g., Love it, note sure, hate it.
7. Keep the questionnaire introduction simple.





Q: Have you ever used a workflow management 
system?
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Q: Please indicate your current approach to workflow 
management. If using a Commercial Off The Shelf 

(COTS) solution(s) then please use 'Other' and provide
• a) which one(s) and 

• b) what your satisfaction criteria is.
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Q: Do you use CRON to schedule and automate job 
execution? If so, how does CRON perform for you? 

What issues have you had or has it been great? Please 
explain.
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Q: What would a developer-focused workflow 
management service need to get developers to use it?
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Q: Which programming languages do you write your 
code in? It is important to know which languages you 
would like to use to author workflows. If you use more 

than one language please provide details.
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Part 3: Evolving our (ongoing) 
workflow management strategy:
Architectural and design principles for workflow 

management systems
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• Dependency management – resilient and flexible handling of 
upstream/downstream dependencies.

• Historical reprocessing - easy to reprocess by date, or re-run for specific 
intervals

• Flexible, standardized, intuitive programming model - tasks can pass 
parameters to other tasks downstream e.g. auth credentials

• Error handling and failure recovery - handle errors and failure gracefully and 
automatically retry when a task fails

• Ease of deployment – continuous integration tooling for automation
• Rich 3rd party integration ecosystem - hooks and operators for other 

enterprise systems
• Logging and Interaction - accessibility of log files and other metadata through 

the Web GUI
• Real-time monitoring  - for all tasks’ status in real time and send alerts to 

operations teams



Specifically, in alphabetical order…

Aditi Shankar, Bill Seixias, Catherine Stringer, Christopher Berg, Cindy Trinh, 
Emily Tjaden, Eric Chiu, Ivonne Gonzales, Jeffrey Ma, Jennifer Yang, 
Jonathan Young, Manson Yew, Michael Milano, Paul Lumsdaine, Randy 
Moss, Roderick Enriquez, Todd Stoudnor and Yukio Sawada

Also, all of my colleagues in Section 1722 that populated the questionnaire 
and have shown an interest in this work.

Thank you to my colleagues



ITSD Future focused. Mission driven.
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