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Need an enterprise data transport network to provide US Space and associated tactical and C2 users
immediate access to USSF Space products (e.g., SSA. Sensor Data, ...)




meshONE-T BLUF

-’
 meshONE-T (m1T) is a scalable, resilient, and
cyber-secure long haul data transport architecture
built on modern technologies and industry
standards featuring:

« A multi-user, multi-classification, high speed, IP-based
network

» Diversified, “self-healing” comm paths
* Robustness against cyber, jamming & other threats

« Secure movement of data quickly and reliably across a range
of locations, environments and conflict conditions
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meshONE-T for the Enterprise
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meshONE-T Pathfinder
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« ECXTD is developing a meshONE-T pathfinder through FY24

* Addresses near-term user needs for Next-Gen OPIR and
Defensive Cyber Ops-Space (DCO-S)
Weapons

 Prototypes Data Transport as a Service (DTaaS) solutions to [sytema
meet current and future operational demands

GEP

Weapons

* Fields foundational elements and solutions scalable into a | systems
larger, more comprehensive Enterprise objective
architecture ieapans,

System C
« Comms via DISA, existing long haul provider networks & new
providers (e.g., commercial LEO SATCOM, 5G)
Weapons

&
Ground Sensor
» Each node affords multiple local users: lsystemN

 Ability to efficiently connect to the network \ 1 !

« Availability to all data on the network (as allowed by e e
classification and the data owner)

* Inherent network benefit of multi-path resiliency




meshONE-T Approach

— &
Rl meshONE-T is an overlay long haul network implemented via Edge routers, called Segment
Routers (SR), that provides SR-MPLS service
« Segment Routers (SR) are connected via other providers’ Underlay Wide Area Networks (WAN).

* Many underlay links may constitute a segment (a logical link in the SR)

SR2

Segment
(overlay logical link
Layer 3)

Underlay physical links (may be Layer 3 or optical)



End-to-End Path

/Third party

Provider networks

WAN
Gateway

Edge router/switch

Underlay

¢ WAN
WAN
WAN
—ﬂ— Gateway networks Gateway

Segment Routing

R Optical or Laye:
outer. ) Gateway
Mission Partner Layer 3 or optical WAN
Access Network: interface to WAI‘K Gateway
Layer2/Layer3
Interface to SR

Mission Partners (MP) are connected via meshONE-T long haul network.
Routing in this network is from one SR to SR over the logical links, as specified by source-
routing (SR-MPLS or SRv6).
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Roles & Protocols

K

SVSTEMS cﬂMmANn

e Mission Partner may be * m1T is an overlay network made of
* An edge cloud network » Edge devices
 An antenna network * May be physical routers
e |[ts NOCGCs * May be Software defined,
e User sites * cloud based

e Server farms * Interconnected via another provider

WAN
* Cloud or tenants in a cloud 5 lavar 8 semme reuiing
* Interface may be * IGP routing (IS-IS)
* Layer 2 (E-LAN, E-Lane, E-tree, ...) e SR-MPLS using label stack
* Layer 3 * Future
* |Pv6 & IPv4 dual stack support * SRv6 (Segment routing stack) or,

 SD-WAN with controllers




meshONE-T Services

&
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« Segment Routing & Extensibility

meshONE-T Prototype Pathfinder
Mission Partner | Redpadetfoutng &4+ Tt ST  Overlay network interfaces at Layers 2 and 3;
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Domains 'v-"ff:r»i' o f"“’vr;‘\ . fﬂgog_rapgicallyd;;;e/rsssei\d“l;lAng ) no des
D b W < ission Partner anage
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: Services | YT et REldss Taier tal o O | « Software provides additional features such as
: vy | ackpackethoung - Polcy QoS/ granular MPSLAs I application-aware path optimization, service
ayer 3 Overla i « Ratesfrom 1GE = 100GE | IPSEC s . .
| aver Y Y ; - P/MPLSP2P.P3 Mutipolt I provisioning orchestration, and zero touch
Services ' * Centralized Control & Mgmt|Mesh ’
I e - Lalmlmmea * L3 Carrier/External Interconnect : deployment
I ac ernet Switchin * Policy CoS/ granular s .
: layer2  loyerzOveriy T ) : Ecip%fg?;fﬁ;{@;ﬁ“nﬂ/\csm [ Underlay network interfaces at Layers 1, 2 and 3,
[ services | A =il i - Conttz Conro &g e : allow for diverse media (e.g., 5G, SATCOM, RF) to be
: e wm-T — ol : e | incorporated without design changes
Laver1 | leveriOverlay " Determiniatic delvery, Resieney. I e . . .
A | ' - om0 Additional/redundant communication links,
avero | - combined with policy-based routing, further
. * Protection, Failover . o o
(rer | ! U o o increase network reach and resiliency




Minimum Viable Product (MVP) Design

_ SATCOM

Space
Network

< SATOPS

N
_ N
—MmesHONE-TF — =

\
\ ”

SATCOM

MVP is an initial deployment scheduled for FY21-22 consisting of 7 nodes.

It is an SR-MPLS based overlay network traversing over multiple provider underlay WAN.

WAN may be a packet or optical network.
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MVP Node Types & Services
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« Node Types

 Mission Partner access node types are categorized into Tiers based on the redundancy
requirements for the edge nodes and the paths

e Services

» SR-MPLS overlay black network over multiple provider underlay WAN
» Source Routing using MPLS stack

Initial services include Layer 2 and Layer 3 transport
» Layer 2 includes E-LAN, E-Lane, & E-Tree

L3-VPNs via VRF are used to separate user traffic
IPSec encrypted at the source

MPLS paths enable QoS & priorities, and failover
* IGP (IS-1S) protocol finds the optimal paths

« Network Management

Network Operation center is included in the MVP
Out of band management of the network
Network monitoring

Cyber security

Zero Trust architecture
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High Availability
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High Availability
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MVP Node Types & Services
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Q Pathfinder Summary Schedule
L
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— &
 Continue developing® an Enterprise approach
to provide a more responsive, cohesive, and
affordable data transport service
« Annual deployment of approximately 6-7 new
nodes and associated comm links for

locations informed by evolving Force Design
and Warfighter priorities

Enterprise Service Desk (ESD) and Network
Operations Center (NOC) deployments &
support

System upgrades and new capabilities

*Pending funding

Follow-on Development

ﬁapid automated service provisionina
Advanced active cyber capabilities

Intelligent data routing
One-way data transfer
Software-based Type 1 encryption
Improved mission partner portal tools
Continuity of operations
Distributed ledger-based authentication
and access controls
Upgraded system performance (e.g.,
resiliency, reduced self-healing times,
availability, etc.)

Operations, Administration, and
Maintenance (OAM) streamlining




Summary

Edge Node Edge Node ;

FY21-22
Initiate DTaaS prototype USG2 meshONEF:

Deploy MVP solution : { Edge Noce s
\& initial nodes/comms/ /H ~—
o < :eshONE _ Com1

| EdgeNode Carrier
N

eshONE . XXX meshONE[:
§ Edge Node Carrier Edge Node ‘;

T
meshONE-T Overlay Wide Area Network

Data Transport as Dynamic self-healing
. Devices join & leave
a Service (DTaaS) wiease
prototype — Network scales to execute
scalable, resilient, W e Heein

Low data latency

and Cyber-secu re / \ Robust against cyber,
\ i FY23-24 .
WAN-like jamming & other threats
FY22-23 ; New node/comms, Rapid q I
New node/comms, path aI’ChIteCtu re advanced service design, apid upgrade cycles

Commercial standards

diversity, enhanced service ) ‘
Multi-level security

design, ops improvements

ops improvements,
production decision
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Contact Information
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Thank you!

meshONE-Terrestrial Operations & Improvements Lead
Alvin Leu
alvin.leung.1@spaceforce.mil

meshONE-Terrestrial Design & Deployment Lead
Nick Chiaratti, Capt, USSF
nicholas.chiaratti@spaceforce.mil

meshONE-Terrestrial Lead Architect
Bharathi Devi, PhD.

bharathi.devi.1®@spaceforce.mil
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